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Notations

References to procedures from LatticeTools package (https://zhugayevych.me/maple/LatticeTools/)
are marked as [procedure name]. Calculation of velocity and diffusion tensor can be cited as Ref.[Zhugayevych13].

§1. Introduction

By lattice we mean any subset X ⊂ Zd immersed in Rd, so that for any point x ∈ X the vector rx ∈ Rd is
defined. We consider a random walk problem whose sojourn probability px(t) is governed by the equation

ṗx = −px(νx + wx) +
∑
z

pzwzx, (1.1)

where wzx is the transition rate from z to x and

wx =
∑
z

wxz, (1.2)

here and throughout the text a sum without limits means the sum over all possible values of the indicated
variable. The transition probability pyx(t) is the solution of Eq. (1.1) with the initial condition pyx(0) = δyx.
The Laplace transform of pyx(t) is the Green’s function Gyx(s) satisfying the equation

(s+ νx + wx)Gyx − δyx =
∑
z

Gyzwzx. (1.3)

To find a large-time asymptotics, the Tauberian theorem is useful:

sGyx(s) ∼ s−µφ(1/s), s→ +0 ⇐⇒ pyx(t) ∼
tµ

Γ(µ+ 1)
φ(t), t→ ∞, (1.4)

where φ is a slow varying function. In particular,

pyx(∞) = lim
s→0

sGyx(s) (1.5)

if the limit exists. Next,∑
x

pyx(t)rx ∼ vt+ a(t), t→ ∞ ⇐⇒ s
∑
x

Gyx(s)rx ∼ v/s+ ay(1/s), s→ +0 (1.6)
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here v is the stationary velocity and for v = 0 the vector a gives the mean stationary position (both may
depend on y). Finally, if v = 0 then the positively definite diffusion tensor is defined by∑

x

pyx(t) rx ⊗ rx ∼ 2Dt, t→ ∞ (1.7)

so that

D = lim
s→0

s2

2

∑
x

Gyx(s) rx ⊗ rx. (1.8)

The diffusion coefficient is trD/d. In the ergodic case both v and D do not depend on y.
The integral

pabsyx (t) = νx

∫ t

0
pyx(τ) dτ (1.9)

gives the absorption probability at the site x. Using Tauberian theorems

pabsyx (∞) = Gyx(0)νx (1.10)

(if the limit exists). If D = 0 then the absorption area tensor is defined by

Λy =
1

2

∑
x

pabsyx (∞) rx ⊗ rx. (1.11)

The diffusion length is
√
⟨trΛy⟩y. If νx does not depend on x then from (1.3) and (1.8) it follows that

lim
ν→0

νΛy(ν) = D(ν = 0). (1.12)

Let the random walk be quasisymmetric, that is

wxy

wyx
= e

εx−εy
T (1.13)

with some on-site energies ε and positive temperature T . Then if ε and w are bounded, and the immersion in
Rd is regular (the ratio wxy/|rx − ry| is bounded), it can be shown (show! ) that v = 0. Next, if we substitute
εx → εx − rxE, then in the limit of vanishing external field E we obtain the Einstein relation (prove! ):

v ∼ T−1DE. (1.14)

§2. Periodic lattice

Let X have a translational invariance so that each point x ∈ X can be presented as x = (ξ, α), where ξ
runs Zd or a torus Ld (L means L1, . . . , Ld and ξi = 0, Li − 1), α runs the unit cell, and

ν(ξ,α) = να, w(η,β)(ξ,α) = wβα
ξ−η. (2.1)

The Eq. (1.3) can be simplified by Fourier transformation with respect to the variable ξ, which for a function
fξ is defined as

f̂α(k) =
∑
ξ

fξe
ikξ,

where kξ =
∑d

i=1 kiξi. The inverse transformation for an infinite lattice is given by

fξ =
1

(2π)d

∫
[−π,π]d

f̂(k)e−ikξ dk

and in case of torus

fξ =
1

L1 . . . Ld

∑
k

f̂(k)e−ikξ, ki =
2πli
Li

, li = 0, Li − 1.
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In the Fourier domain, Eq. (1.3) reads

(s+ να + wα)Ĝβα − δβα =
∑
γ

Ĝβγŵγα, (2.2)

where

Ĝβα(k) =
∑
ξ

Gβα
ξ eikξ (2.3)

and

ŵβα(k) =
∑
ξ

wβα
ξ eikξ (2.4)

with the essentially nonzero diagonal elements which can be neglected only for k = 0 when they reduce in (2.2)
because of the identity

wα ≡
∑
γ

ŵαγ(0). (2.5)

Often we need to calculate derivatives with respect to k, this can be easily done using the fact that Ĝ is
the Green’s function of Eq. (2.2) yielding

∂Ĝ

∂k
= Ĝ

∂ŵ

∂k
Ĝ (2.6)

in matrix notations.

If T is a set of translation vectors then r = ξT ≡
∑d

i=1 ξiTi is a vector of Cartesian coordinates corre-
sponding to lattice coordinates ξ. If T is the matrix whose columns are the translation vectors then the above
transformation can be written as rp =

∑d
i=1 Tpiξi, p = 1, d. The transformation rule for wave-vectors is reverse:

ki =
∑d

p=1 κpTpi.

2.1. Mean linear displacement and velocity

To find the mean linear displacement, we apply the Tauberian theorem (1.6). First, using (2.6) we derive
the identity ∑

ξ

Gβα
ξ ξ ≡ ∂Ĝβα(k)

i∂k

∣∣∣∣∣
k=0

≡
∑
γδξ

Ĝβγ(0) wγδ
ξ ξ Ĝ

δα(0). (2.7)

Now by expanding

r(ξ,α) = rα + ξT (2.8)

we obtain ∑
x

Gyxrx =
∑
αγδξ

Ĝβγ(0) wγδ
ξ ξT Ĝδα(0) +

∑
α

Ĝβα(0)rα. (2.9)

For ν = 0 the sum
∑

α Ĝ
βα(0) = 1/s. Because the unit cell is finite

Ĝβα(s, 0) = s−1pβα(∞) +Rβα + o(1), s→ +0, (2.10)

where p is the transition probability for the unit cell with the transition rates ŵβα(0) and periodic boundary
conditions and R is some matrix. Now by taking the limit in Eq. (1.6) we obtain [Velocity]

v =
∑
γ

pβγ(∞)

∑
δξ

wγδ
ξ ξ

T . (2.11)
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2.2. Mean square displacement and diffusion tensor

Let find the mean square displacement assuming that v = 0. In the same way as we do it in the previous
subsection we derive the identity∑
ξ

Gβα
ξ ξiξj ≡ − ∂Ĝβα(k)

∂ki∂kj

∣∣∣∣∣
k=0

≡
∑
γδξ

Ĝβγ(0) wγδ
ξ ξiξj Ĝ

δα(0) +
∑

γδλµξη

Ĝβγ(0)wγδ
ξ Ĝ

δλ(0)wλµ
η Ĝµα(0) (ξiηj + ηiξj)

(2.12)
and obtain∑

x

Gyx rx⊗rx =
∑
αγδξ

Ĝβγ(0) wγδ
ξ Ĝ

δα(0) [ξT⊗ξT ]+
∑

αγδλµξη

Ĝβγ(0)wγδ
ξ Ĝ

δλ(0)wλµ
η Ĝµα(0) [ξT⊗ηT+ηT⊗ξT ]

+
∑
αγδξ

Ĝβγ(0)wγδ
ξ Ĝ

δα(0) [ξT ⊗ rα + rα ⊗ ξT ] +
∑
α

Ĝβα(0) rα ⊗ rα. (2.13)

Now using (2.10) and the condition v = 0 we obtain [DiffusionTensor]

D =
1

2

∑
ij

∑
γ

pβγ(∞)

∑
δξ

wγδ
ξ ξiξj +

∑
δλµξη

wγδ
ξ R

δλwλµ
η (ξiηj + ηiξj)

Ti ⊗ Tj . (2.14)

2.3. Diffusion length

By substituting (2.13) into (1.12) and using the identity
∑

xGyx(0)νx = 1 we obtain [DiffusionLength]

Λβ =
1

2

∑
ij

[∑
γ

Ĝβγ(0)

∑
δξ

wγδ
ξ ξiξj +

∑
δλµξη

wγδ
ξ Ĝ

δλ(0) wλµ
η (ξiηj + ηiξj)

Ti ⊗ Tj

+
∑
γδξ

Ĝβγ(0) wγδ
ξ Ĝ

δα(0) να
(
ξi Ti ⊗ rαj + ξj rαi ⊗ Tj

)
+
∑
α

Ĝβα(0) να
(
rαi ⊗ rαj

) ]
. (2.15)

2.4. One-dimensional example

Let consider one-dimensional lattice with two sites (1 and 2) per unit cell and nearest neighbor transitions
so that all the nonequivalent rates are w12, w21 (intracell), w10, w01 (intercell, here 0 denotes replica of site 2).
Equation (2.2) reads

Ĝ

(
s+ w12 + w10 −w12 − w10e

−ik

−w21 − w01e
ik s+ w21 + w01

)
= 1. (2.16)

Let denote wsum = w12 + w21 + w10 + w01. The stationary solution for k = 0 is

π = w−1
sum

(
(w21 + w01) (w12 + w10)

)
and R = w−2

sum

(
(w12 + w10) −(w12 + w10)
−(w21 + w01) (w21 + w01)

)
. (2.17)

Hence the velocity

v =
w01w12 − w21w10

wsum
a, (2.18)

and the diffusion coefficient for the case v = 0 (this condition is essential)

D =
1

2

w01w12 + w21w10

wsum
a2, (2.19)

where a is the unit cell length.
For quasisymmetric random walk in zero external field

D =

(
(w01w10)

−1/2 + (w12w21)
−1/2

)−1

2 cosh ε12
2T

a2. (2.20)

For a lattice with one site per unit cell, v = (w01 − w10) a. For v = 0 the diffusion coefficient D = w01a
2.

Importantly, when merging sites by taking an infinite rate limit one has to rescale the rest of rates appropri-
ately to obtain a model with lower number of sites. For example, to derive the 1-site model from the 2-site one
described above, one need to take a limit w12 = w21 → ∞ and then rescale rates as follows: w1-site

01,01 = w2-site
01,01/2.
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2.5. Primitive lattices

For a primitive lattice there is only one site per unit cell. Therefore Ĝβα(s, 0) = s−1 and

D =
1

2

∑
x

w0xrx ⊗ rx. (2.21)

In particular, for nearest neighbor hopping on hypercubic, fcc, and bcc lattices D = wa21, where a is the
length of the side of the cubic unit cell. For triangular lattice there is a prefactor 3/2 in this formula.

§3. Symmetric spectral problem

Let the transition rates be symmetric and

Hxy = −(νx + wx)δxy + wxy, (3.1)

so that H is the symmetric matrix. Let consider the following eigenvalue problem∑
y

Hxyψy = Eψx. (3.2)

For a periodic lattice
H(ξ,α)(η,β) = Hαβ

η−ξ = Hβα
ξ−η, (3.3)

and the normalized eigenvectors of (3.2) are given by

ψ(ξ,α) =
1√
V
uαeikξ, ki =

2πli
Li

, li = 0, Li − 1, i = 1, d, V =

d∏
i=1

Li, (3.4)

where u is the solution of the reduced to the unit cell eigenvalue problem∑
β

Ĥαβuβ = Euα (3.5)

with
Ĥαβ(k) =

∑
ξ

Hαβ
ξ eikξ. (3.6)

The eigenelements can be enumerated by two indices: the wave-vector k and the branch index γ running the
unit cell. Because H is symmetric, Ĥ is Hermitian and

Ĥαβ(−k) ≡ Ĥαβ(k) ≡ Ĥβα(k). (3.7)

The Green’s function G(s) ≡ (s−H)−1. Because for a symmetric matrix the spectrum is nondefective,

Gxy(s) =
∑
E

ψx(E)ψy(E)

s− E
. (3.8)

For a periodic lattice we obtain

Gαβ
ξ0 (s) =

1

V

∑
k,γ

uαγ (k)u
β
γ (k)

s− Eγ(k)
eikξ. (3.9)

For a Hermitian operator the local density of states is defined:

ρx(s) =
∑
E

|ψx(E)|2δ(s− E) ≡ ∓ 1

π
ℑGxx(s± i0), (3.10)
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In practical calculations for finite configuration space δ-function is replaced by Gaussian or Lorentz lineshapes.
The latter is obtained when the zero in the above formula is replaced by some finite value. The total density
of states

ρ(s) =
∑
x

ρx(s) =
∑
E

δ(s− E). (3.11)

For a periodic lattice it is convenient to renormalize the density of states by the number of unit cells V , so that

ρα(s) =
∑
k,γ

|uαγ (k)|2δ(s− Eγ(k)). (3.12)

In local minimums of Eγ(k) function it can be expanded in k. The matrix with (p, q) elements

1

ℏ2
d∑

i,j=1

Tpi
∂2Eγ(k)

∂ki∂kj
Tqj ,

ℏ2

me
≈ 7.6200 eVÅ

2
, (3.13)

is the inverse mass tensor, its eigenvalues give the inverse effective masses and the corresponding eigenvectors
give the Euclidean directions for the quasiparticle moving with this mass.

3.1. Path expansion

Let

H =

(
Hsys V +

V Henv

)
and H̃ = Hsys + V + (E −Henv)

−1 V. (3.14)

Then we can expand the renormalized matrix elements in series of transfer integrals as follows [PathExpansion]:

t̃ij = tij +
∑
α

tiαtαj
E − εα

+
∑
α,β

tiαtαβtβj
(E − εα)(E − εβ)

+ · · · , (3.15)

where i, j, · · · ∈ ‘sys’ and α, β, · · · ∈ ‘env’, or in short notations:

t̃ =
∞∑
n=0

τnt, where τiα =
tiα

E − εα
and ταβ =

tαβ
E − εβ

. (3.16)
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